
These notes essentially correspond to chapter 8 of the text.

1 Cost Analysis

We discussed a good bit of the background concept of these costs in the �rst videoconference. Nonetheless
I will review them here.
When discussing �rms our ultimate goal is to determine how much pro�t the �rm makes. In the chapter

7 notes we discussed production functions, which are the physical methods by which �rms produce goods.
In this section we will discuss costs. In the next few sections we will discuss pricing policies in order to
determine pro�ts.

1.1 Economic vs. Accounting Costs

Although we will rarely distinguish between the two measures of costs (mainly because we will always assume
that we are calculating economic cost), there is an important di¤erence between economic and accounting
costs. Accounting costs are called explicit costs, which are payments to factors of production. Wages,
rent, taxes, advertising costs, costs for materials � these all appear on an accounting statement as costs.
With economic costs we add implicit costs to the explicit costs. An implicit cost is an opportunity cost
of a resource owned. For instance, suppose a �rm brings in total revenue of $60,000 for the year. The
explicit costs are $40,000, so the owner brings in an accounting pro�t of $20,000. However, suppose the
owner does not pay himself throughout the year and only keeps the pro�t at the end of the year. If the
owner�s opportunity cost of his time is $25,000 (the amount he could earn at another job if he did not run
his business), then the implicit cost of his time is also $25,000. We need to subtract this implicit cost from
the accounting pro�t to �nd that the owner now makes an economic pro�t of (�$5; 000).

2 Short-run Costs

There are 7 di¤erent costs that we need to know about in the short-run. They are broken down into groups
below.

2.1 Total costs

Short-run costs are the costs of production when one input is �xed. There are two basic types of short-run
costs, �xed costs and variable costs. Fixed costs are costs that do NOT vary with the output level, while
variable costs are costs that do vary with the output level. We will say that Total Fixed Cost (TFC) is the
total amount of the �xed costs, while Total Variable Cost (TVC) is the total amount of the variable costs.
To �nd the �rm�s Total Cost (TC) for producing an speci�c amount of output we need to add the TFC and
TVC. Thus,

TC = TFC + TV C

2.2 Average costs

There are three average cost measures you need to be familiar with: Average Total Cost (ATC), Average
Variable Cost (AVC), and Average Fixed Cost (AFC). An average cost is simply a measure of cost per unit
produced. To �nd Average Total Cost, we use:

ATC =
TC

q

To �nd Average Variable Cost, we use:

AV C =
TV C

q
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To �nd Average Fixed Cost, we use:

AFC =
TFC

q

Another useful relationship is:

ATC = AFC +AV C

To get that equation simply divide both sides of TC = TFC + TV C by q.

2.3 Marginal Cost

Marginal cost (MC) is the cost of producing one additional unit of output. We can �nd marginal cost
mathematically by:

MC =
@TC

@q

In addition, we can also �nd MC using the following relationship:

MC =
@TV C

@q

Although it may look odd that marginal cost can be found from either equation, remember that marginal
cost is how much total cost changes when we produce one additional unit. Since the TFC does not change
when we produce additional units of the good, we know that it will have no impact on marginal cost �
therefore, we can ignore it when calculating MC.

2.3.1 Graphs

The graphs of the various total cost functions look as follows:
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TFC is the �at line at $10 � since the cost does not change when additional output is produced it is
always constant. TVC is the curved line that starts at the origin � it starts at the origin because if you
produce 0 you do not need to pay for any variable resources. TC is the curved line that starts from 10. It
is simply the addition of the TFC and the TVC at every output level. Thus, since the TFC is $10 in this
example, the TC at any output level is exactly $10 more than the TVC at that same output level. The
TFC is fairly intuitive, but the TC and TVC are not. We will discuss why they look the way they do in a
moment. The actual equations that I used to graph these total costs functions are:

TC = 10 + 10q � 4q2 + q3

TV C = 10q � 4q2 + q3
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TFC = 10

Notice that TFC is just the part of TC that does not depend on q and that TVC is the remaining part
of TC that does depend on q.
The graph of the various average cost functions and the marginal cost function look like the one below.
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The curves are as follows:
The AFC is the solid line that comes out of the top of the graph (up around $50). Notice that it is

always decreasing. The AFC function that is plotted above is:

AFC =
10

q

The ATC is the dotted line that comes out of the top of the graph (up around $50). Notice that it is
U-shaped. The ATC function that is plotted above is:

ATC =
10

q
+ 10� 4q + q2

The AVC is the solid line that comes out of the middle of the graph (at $10). Notice that it is U-shaped.
The AVC function that is plotted above is:

AV C = 10� 4q + q2

The MC is the dotted line that comes out of the middle of the graph (at $10). Notice that it is U-shaped.
The MC function that is plotted above is:

MC = 10� 8q + 3q2

A few key points about the graphs:

1. MC crosses ATC and AVC at their respective minimums.

2. If MC is less than ATC then ATC is decreasing; if MC is greater than ATC then ATC is increasing.

3. If MC is less than AVC then AVC is decreasing; if MC is greater than AVC then AVC is increasing.

4. The di¤erence between the ATC and the AVC gets smaller as we increase the quantity produced.
Recall that ATC = AFC + AV C, so the di¤erence between the ATC and the AVC is just the AFC,
or, in equation form, ATC � AV C = AFC. Since the AFC is decreasing, the di¤erence between the
ATC and the AVC becomes smaller, meaning the two curves get closer together.
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2.3.2 Why the graphs have their shapes in the SR

The AFC graph is intuitive �as the �rm produces more, the per-unit �xed cost must decline since the total
�xed cost always remains constant. The reason the MC is U-shaped is because of the law of diminishing
marginal returns. Eventually, when the �rm employs an extra worker the output will begin increasing at a
decreasing rate. When this occurs, it will cost the �rm more to produce an additional unit of output, thus
the MC curve must begin to increase. As for the ATC, it is initially high due to a high AFC, and then it
begins to decrease as we produce more. It begins increasing due to a high MC of production at high levels
of output. The AVC is U-shaped because it is the di¤erence between the ATC and the AFC.

2.3.3 Sunk Costs

There is a concept in economics called sunk costs �it seems similar to �xed costs, but they really are di¤erent.
Sunk costs should really be ignored in decision-making processes. Here are two examples. First, consider
going to a vending machine and putting a dollar in the machine to get a snack. The machine lights up,
things move around, but your snack is stuck on the rack. Basically you have just lost your dollar (I think
the cost of going through the channels to retrieve that dollar are fairly high), so what do you do? If it�s me
I put in another dollar and hope that two of my items fall out instead of one, but will be happy with one
item. I just consider that �rst dollar lost. A second example happened at a carnival when I was attempting
to win a very large stu¤ed bear. I must have spent $50 and people wondered why I kept spending money,
but after another $20 I got the big bear. I considered the $50 as a sunk cost.
A more practical example. Food is perishable, and restaurant managers know this. Sometimes managers

put items on special, possibly even below cost, because they know that if the food spoils they won�t be able
to get anything out of it. Plus they are probably hoping the special will attract customers who will then
buy high margin items like soft drinks. They also think about other ways to reduce waste �I worked at a
restaurant with a bu¤et while I was in high school. Sometimes there would be rolls left over at the end of the
night that would not really be good for consumption (as rolls) the next day. So we would take those rolls,
put them in the refrigerator, and make bread pudding out of them the next day. With leftover potatoes
we would put them in the refrigerator, and then the next day cut them into quarters and fry them and put
them on the bu¤et as "potato wedges." Those items probably didn�t cover their cost (it�s di¢ cult to tell at
a bu¤et), but rather than be worried about covering cost on each item the managers decided that getting
something out of the product was better than getting nothing.

3 LR Costs

In the long-run the �rm has the ability to adjust (or vary) all of its inputs. Because of this we are only
concerned with 3 costs in the long-run (as opposed to 7 costs in the SR). The costs we are concerned about
are: TC, ATC, and MC. We are not concerned with TFC and AFC because there are no �xed costs in the
long-run � technically they are both 0. We are not concerned with TVC and AVC because the variable
cost in the long-run is exactly the same thing as the total cost since all inputs can be varied. Thus, we will
only be concerned with TC, ATC, and MC. The �rm�s ultimate goal when making LR decisions is to pick
the input amounts that minimize the cost of producing a speci�c level of output. We will call this the cost
minimization process.

3.1 Isocosts

We will assume that the �rm only uses two inputs in its production process, capital (K) and labor (L). We
will let r be the rental rate of capital and w be the wage rate of labor. Thus, the �rm�s total cost will be:

TC = rK + wL

This should look very familiar to you �it should look very similar to setting up a budget constraint for
a consumer. Now, suppose that we �x the level of total cost at $100, and we let r = $10 and w = $5. We
know that we could spend the entire $100 on capital and use 10 units of capital, or we could spend the entire
$100 on labor and use 20 units of labor. We could also spend the $100 on combinations of capital and labor,
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such as 18 units of labor and 1 unit of capital, or 6 units of labor and 7 units of capital, etc. What we want
to �nd is a function that shows us the trade-o¤ between purchasing capital and labor. If we solve for K in
the total cost function above we get:

K =
TC

r
� w
r
L

Notice that if we know TC, w, and r then we have the equation of a line, just like we did when we created
the consumer�s budget constraint in chapter 4. Assuming that TC = $100, r = $10 and w = $5, we have:

K = 10� 1
2
L

If we plot this on a capital-labor graph we get:
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This graph shows the isocost line for the chosen parameters (TC = $100, r = $10 and w = $5). Every
combination of inputs along the line has the same total cost of $100.

3.1.1 Slope of the isocost

Note that the slope of the isocost line is
�
�w
r

�
. As we have seen before, slopes of isoquants, budget

constraints, indi¤erence curves, and now isocosts will be important when �nding an interior solution.

3.2 Cost minimization

Suppose the �rm wants to produce a speci�c quantity. If the �rm wishes to maximize the pro�t of producing
that speci�c quantity, then it must minimize the costs of producing that speci�c quantity. How does the
�rm do this?
Recall the concept of isoquant from chapter 6. Every combination of inputs along a given isoquant

produces the same amount of total output. Thus, we will �x a speci�c isoquant (in this case the quantity
level is 60 for the production function q = 10K1=2L1=2), as in the picture below:1

1The actual equation used for graphing this isoquant comes from the production function q = 10K1=2L1=2 when q is set

equal to 60. If you want to graph the isoquant, substitute 60 in for q and solve for K. This gives you: K =
�

60
10L1=2

�2
. If

you graph that function you get the isoquant in the picture.

5



0 10 20 30
0

10

20

30

Labor

Capital

Now, our goal will be to determine the cost-minimizing bundle of inputs that can produce 60 units of
output. Suppose that r = $10 and w = $5. We will let TC be 3 di¤erent levels: $50, $84.85, and $100.
Note that the lowest isocost line will be the one for $50 and the highest isocost line will be the one for $100.

0 10 20 30
0

10

20

30

Labor

Capital

Notice that all the isoquants are parallel. This is because they all have the same slope, �w
r or

�
� 1
2

�
in this example. The isocost for $50 does not touch the �rm�s isoquant for 60 units �this means that the
�rm must spend more money in order to produce 60 units (much like a point outside a consumer�s budget
constraint cannot be purchased by that consumer, a point outside the isocost cannot be produced by the
�rm). The isocost for $100 cuts the isoquant for 60 units twice. If the isocost cuts through the isoquant
(and we are not at a corner), then there must be some lower cost combination of inputs that the �rm could
use to produce 60 units. So we shift the isocost down until it is just tangent (touches one time) to the
isoquant. This is the isoquant for $84.85. It is tangent to the isoquant at the input combination of 6p

2
=

4: 242 641 units of capital and 6
p
2 = 8: 485 281 units of labor. This is the lowest cost combination of inputs

the �rm could use to produce 60 units of the good.

3.2.1 Cost-minimization rule (optimization)

Our focus for now is on the single-output case. Let z be a nonnegative vector of inputs with input prices
given by w and f (z) be the production function that produces output q. The �rm�s problem is then:

min
z�0

wz s.t. f (z) � q.

The optimized value of the CMP is the cost function, c (w; q). The optimizing set of input choices, z (w; q),
is known as the conditional factor demands. Note that this optimizing set of input choices is conditional on
the amount of output produced, q. The Lagrangian can then be constructed:

min
z�0

L (z; �) = wz + � (q � f (z))
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and we can use the �rst-order conditions to solve for the cost function and conditional factor demands. The
�rst-order conditions are:

@L
@z`

= w` � �
@f (z�)

@z`
= 0 for all ` = 1; :::; L

Rearranging we �nd

w` = �
@f (z�)

@z`

And taking the ratio of the �rst-order conditions for commodities ` and k we �nd:

w`
wk

=
@f (z�) =@z`
@f (z�) =@zk

=MRTS`k.

It seems like overkill to keep repeating this statement, but these equality conditions (MRTS = w`
wk
, MRS =

�p1
p2
, MRT = p`

pk
) from the consumer and producer problems are extremely important for our analysis.

Rearranging we have:

MPK
r

=
MPL
w

Thus, if the �rm is minimizing costs at an interior solution, the marginal product of capital per last dollar
spent on capital must be equal to the marginal product of labor per last dollar spent on labor. If it were
not (suppose that MPK

r > MPL
w ), the �rm could take some of the money it is spending on labor and spend

that money on capital and produce a higher level of output. Or, the �rm could take some of the money
spent on labor, buy additional capital with some of the funds and save the rest of the funds to keep output
at the same level.

3.2.2 Change in the relative prices of inputs

Suppose that the price of capital in the example increases to $15 per unit, while the wage stays at $5 per
worker. The old isocost line for $84.85 (the one that was tangent to the isoquant for 60 units) is no longer
relevant. The new isocost line for $84.85 is now the �atter of the two lines on the graph below.
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Notice that the �rm cannot produce 60 units by spending $84.85 now. What will the �rm do? It will
�nd the new isocost line that is tangent to the isoquant of 60 units. The new isocost (based on r = $15 and
w = $5) that is tangent to the isoquant for 60 units is found when TC = $103:92. Plotting this new isocost
line we see:
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The input combination that minimizes the cost for producing 60 units of the good is 6
p
3 = 10: 392 3

units of labor and 6p
3
= 3: 464 102 units of capital. I will now go into a short digression on how to �nd the

minimum total cost and the corresponding input combination for those interested.

3.2.3 ***Short (well, not that short) digression

We know that at an interior solution the isocost line must be tangent to the isoquant, which means the
slopes of the two lines must be equal. The slope of the isocost line is easy, as it is just

�
�w
r

�
. The slope

of the isoquant is a little more di¢ cult. What you need to do is to take the production function and solve
for K. Thus, instead of having the production function as q (K;L) you will have the isoquant as K (q; L),
although we will not consider q as a variable. Then, the slope of the isoquant is given by the derivative of
capital with respect to labor, or dK

dL . In our example, the production function is a Cobb-Douglas, of the
form:

q = AK�L�

The parameters are set as A = 10, � = 1
2 , and � =

1
2 . If we solve for K we get the isoquant, which is:

K =
� q

AL�

�1=�
Now, we need to �nd dK

dL . This is a bit messy, but:

dK

dL
=
� q
A

�1=��
��
�

�
L(�(�=�)�1)

Like I said, a little bit messy. Plugging in the parameter values and the fact that q = 60 (since this is
the quantity the �rm wants to produce), we get:

dK

dL
=

�
60

10

�1=(1=2)�
�1=2
1=2

�
L(�((1=2)=(1=2))�1)

Simplifying:

dK

dL
= (6)

2
(�1)L(�2)

Simplifying again:

dK

dL
= � 36

L2

Now, we know that the slope of the isocost (which is �w
r ) equals the slope of the isoquant (which is

dK
dL )

at the cost-minimizing point. Letting w = $5 and r = $10 (this is the �rst example, with TC = $84:85 at
the cost-minimizing input combination), we get:
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�1
2
= � 36

L2

Or, solving for L:

L =
p
72 = 6

p
2

We have now found one piece of the puzzle, which is the amount of labor used at the cost-minimizing
point. A second piece of the puzzle, the amount of capital used at the cost minimizing point, can be found
from the production function, which is of the form q = AK�L� . If we know the parameters, the quantity
we want to produce, and the amount of labor we will use to produce that quantity then we must be able to
�gure out the amount of capital. Solving for K gives us the isoquant, which is:

K =
� q

AL�

�1=�
Now, plugging in all the numbers gives us:

K =

0@ 60

10
�
6
p
2
�1=2

1A1=(1=2)

Simplifying:

K =

0@ 6�
6
p
2
�1=2

1A2

Simplifying again:

K =
36�
6
p
2
�

Finally:

K =
6p
2

The �nal piece of the puzzle is to calculate the total cost of our cost minimizing bundle of inputs. Because
TC = rK + wL, we know that TC = 10 � 6p

2
+ 5 � 6

p
2 = 84: 852 81.

Di¤erence between theory and reality First, we are assuming (in this example) that capital and labor
are variable inputs and we can swap them in or out at our own convenience. While this is unlikely to be
true with these very general inputs, the same analysis would still work with two individual workers.
Second, try putting in a request to order 6p

2
or 6

p
2 units of anything.

p
2 is not even a rational number.

There are cases in which you will have to use integer amounts of inputs �but the idea is to get as close as
you can to the MPL

pL
= MPK

pK
relationship.

3.3 Graphing the LR curves

3.3.1 Typical shape of the LR cost curves

It is typically the case that the LRTC is NOT a perfectly straight line �rather, it looks something like the
SR TVC in that it starts from the origin and curves. When this is the case the LRATC and LRMC are
NOT constant, but are U-shaped as they were in the short run. However, the reasons that the curves are
U-shaped in the LR are di¤erent than the reasons the curves are U-shaped in the SR. In the SR, MC was
U-shaped because it re�ected the law of diminishing marginal returns. ATC was U-shaped because of high
AFC for low output levels and high MC for high output levels. However, in the LR neither of those reasons
need to apply, as diminishing marginal returns assumes that we have a �xed factor (which we do not have
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in the LR) and a high AFC also assumes that we have a �xed factor. In the LR we say that the ATC
is U-shaped due to economies and diseconomies of scale. The downward-sloping portion of the LRATC is
referred to as the portion with economies of scale and the upward-sloping portion of the LRATC is referred
to as the portion with diseconomies of scale. In addition, the minimum of the LRATC may not necessarily
be a point but a �at section of the LRATC like the one in the picture shown below. The minimum point
(or points if there is a �at section) is called constant returns to scale.

In the picture, there are economies of scale from 0 to q1. There are constant returns to scale from
q1 to q2. There are diseconomies of scale from q2 to in�nity. As you can probably tell, economies and
diseconomies of scale are tied to the portion of the production function that exhibit increasing, constant,
and decreasing returns to scale. If the production function has increasing returns to scale, then the LRATC
will have economies of scale. If the production function has constant returns to scale, then the LRATC will
be �at.2 If the production function has decreasing returns to scale, then the LRATC will have diseconomies
of scale.
An alternative method of determining economies or diseconomies of scale is by looking at cost elasticities.

We can use "C to denote a cost elasticity. Because it is an elasticity, it has the same basic interpretation
as the other elasticities, though in this instance we want to know the percentage change in total cost for a
given percentage change in output.

"C =
%�TC

%�Q

"C < 1: Economies of scale

"C = 1: Constant returns to scale

"C > 1: Diseconomies of scale

3.3.2 Another method for deriving LRATC

There is one other method for deriving LRATC that is more closely associated with the term �scale�. If a
�rm is entering an industry it will usually have a range of plant sizes from which it will choose. Each of
those plant sizes will have a SRATC curve associated with it, as once the �rm chooses a plant size there will
be �xed costs involved. Suppose that there are 3 plant sizes from which the �rm can choose. If we graph
their respective SRATCs on one picture, it may look like:

2 In the example where the LRTC = mq and the LRATC was constant at m, the production function was q = K +L, which
has constant returns to scale over all output levels. Just another reason why the LRATC was constant.
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It is important to note that the plant size associated with SRATC #1 is the smallest, while the plant size
associated with SRATC #3 is the largest. Now, a �rm will wish to minimize the per-unit cost of production
in the LR, so it will want to choose the plant size that has the lowest per-unit cost for a speci�c quantity.
Looking at the picture, for any quantity level less than q1 SRATC #1 is the lowest, so the �rm would want
to choose that plant. For any quantity between q1 and q2, SRATC #2 is the lowest, so the �rm would want
to choose that plant. For any quantity greater than q2, SRATC #3 is the lowest, so the �rm would want to
choose that plant. The LRATC can then be found by looking only at the SRATCs for those quantity levels
over which the �rm would choose that plant size, as is shown in the �gure below.

Thus the LRATC is mapped out by the SRATC curves of the various plants. If we could vary plant size
by very small amounts (1 square inch or 1 square foot), then we would have many SRATCs on the graph
and the LRATC would be a very smooth curve, much as it is depicted in the �Typical shape of the LR cost
curves� section above. Hopefully you can see where the terms economies and diseconomies of scale come
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from �as the �rm chooses a bigger plant size (or a bigger scale of production), it has economies of scale
if the LRATC decreases. Once choosing a bigger plant size causes LRATC to increase, then the �rm has
diseconomies of scale.
In this particular example, with 3 plant sizes, SRATC #2 has the lowest possible LRATC. This point is

known as the minimum e¢ cient scale.

3.3.3 Reasons for economies and diseconomies of scale

Since economies and diseconomies of scale are tied to increasing and decreasing returns to scale, most of the
reasons for economies and diseconomies of scale are the same as those for increasing and decreasing returns
to scale.

Economies of scale

1. Bigger plant sizes allow for more specialization among workers.

2. Bigger plant sizes allow �rms to utilize mass production methods.

3. Bigger plant sizes allow �rms to gain from learning-by-doing. Learning-by-doing is the concept that
the more a �rm produces, the more it learns about the production process. As it learns more about
the production process, it is able to produce more e¢ ciently, thereby lowering per-unit costs.

Diseconomies of scale

1. Bigger plant sizes mean a larger workforce. A larger workforce means that it is not as easy to make sure
that workers are working up to their capabilities. Thus, costs may rise because people are shirking.

2. In order to motivate workers and make sure that they work, �rms hire supervisors to be in control
of groups of workers. Then they hire managers to watch groups of supervisors. Then they hire
supervising managers who watch the regular managers. All of these additional hires may add little
(depending on the industry) in the way of actual physical output of the product. It also increases the
amount of bureaucracy and red tape within the �rm. The best example of this that I can think of is
the movie O¢ ce Space (�I�m telling you Bob, I have 8 managers stopping by my desk asking about
my TPS reports�).

4 Other related concepts

4.1 Multiplant operations

Something to consider is whether or not a �rm should operate a single plant or multiple plants. This concept
really has to do with the optimal plant size (in terms of production) for the �rm. If long-run average costs
are declining for a large range of quantities, then typically a single plant will su¢ ce. This economies of scale
is the argument used by electric power companies in the US �they argue that the costs for a single �rm
are declining for all relevant ranges of power production, so only a single �rm should operate in a speci�c
location. There are of course drawbacks to this idea, namely that without competition innovation could
stagnate and prices could be higher, but we will discuss those possibilities in a later chapter.

4.2 Learning curves

The general concept underlying "learning curves" is learning-by-doing, which is applicable in many areas
beyond the theory of the �rm. The idea is that the more often a �rm (or a person) performs a task, the
better the person becomes at the task, so learning occurs by doing the task. If a �rm expects to learn-by-
doing, it may want to produce more than the pro�t-maximizing quantity in a short time horizon to increase
its ability to produce more, at a lower cost, in later periods.
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4.3 Economies of scope

Economies of scale is de�ned as decreasing costs with increasing production of a product. Economies of
scope applies to joint production of goods. Given a �rm�s existing production structure, it may be less
costly for a single �rm to produce multiple related goods than for multiple �rms to produce the goods
individually. Right now eBay is spinning o¤ Paypal �but when eBay purchased Paypal the idea was to join
the two entities in a single �rm, possibly because many people were using Paypal for their purchases of eBay
anyways. When thinking about it, eBay is a site on which sales occur, but there was no good method for
exchanging money (when I was in grad school I would send checks or money orders to sellers to buy items
on eBay). Paypal provided the payment services, and bringing the two together was viewed as a pro�table
move at the time.
Managers should consider economies of scope when making decisions, even if producing one product

might be "costing" the �rm on its pro�t sheet. However, if that product brings customers to the �rm that
would not otherwise partake of the �rm�s services, then it might be bene�cial for the �rm to keep producing
the product that is making losses. The opportunity cost in this instance might involve losses in pro�ts
from other products, and thus the �rm needs to properly account for both the direct and indirect costs and
bene�ts of producing these products.

4.4 Breakeven analysis (or cost-volume-pro�t analysis)

I prefer the term "breakeven analysis" because it is very descriptive. With breakeven analysis the �rm
is attempting to determine the quantity at which it will earn zero pro�t. It is fairly straightforward to
calculate this quantity if total �xed costs, price, and average variable costs are known. The idea is that
each unit produced will, on average, add a certain amount of pro�t above AVC and that this pro�t can be
used to cover TFC. To derive the formula consider that we want to �nd the quantity where total revenue
equals total cost.

TR = TC

P �Q = TFC +AV C �Q
(P �AV C)Q = TFC

Q =
TFC

P �AV C

Thinking about breakeven costs in the limiting case of TFC = 0, the �rm needs to produce 0 in order to
breakeven, assuming that it will be able to price above AVC. Later in the course we will discuss whether or
not a �rm should operate if it cannot price above AVC, but for now just understand that, yes, pricing above
AVC is something that should be done.
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